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The research field is computer steganography, namely, stego systems, which ensure secret
transmission of confidential information. The article considers the issue of improving the
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Introduction

One of the topical, but at the moment incompletely solved problems is copyright,
protection of intellectual property rights and confidential data of digital format. An important
direction in solving this issue is the development of the methods of hiding information, in
particular, methods of digital steganography [1].

General feature of all steganographic methods is the fact that the secret message (SM) is
embedded in innocuous looking object or carrier. Digital images, videos, sound files, and
other computer files that contain perceptually irrelevant or redundant information can be used
as “covers” or carriers to hide secret messages. The cover object with the secretly embedded
message is then called the stego object. After embedding a secret message into the cover
image, a so-called stego image is obtained. This stego object is then transferred to other end,
there we have detector algorithm which extract the message from cover object.

In [2] a new staganographic algorithm was suggested (we will call it a Stego Graph) for
sending and decoding a secret message, based on the application of the graph theory. The
offered algorithm was developed for such information-hiding systems, where the capacity (C)
is maximized while providing the required secrecy of a stego channel, whereas the
requirements to the noise immunity are at the minimum.

The aim of this work is the improvement of noise immunity of Stego Graph, provision
of the possibility of its use in the systems, where noise is present.

Recently was developed a general approach to the analysis of information systems,
based on the perturbation theory and matrix theory [3]. These theories selected as tool to
improve the noise immunity a Stego Graph, that exploits cover image. A mathematical model
for digital image is a matrix.

Therefore, to meet the set aim, it is necessary to solve the following tasks:

= Detailed analysis of Stego Graph, enabling to point out the reserves to improve its
noise immunity;

= Analysis of the cover image matrix singular vector perturbation after embedding SM;

= Modification of the procedure of embedding SM into the cover image to change the
region of singular vector perturbation localization;

= Practical confirmation of the improvement of noise immunity of the Stego Graph by
a computing test and the comparative analysis of the results of its modifications work.
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Brief overview of Stego Graph

Procedure of embedding SM is based on changing the brightness of some pixels in the
primary image — f(x,y). Practical tests showed that to provide reliability of the perception of

a stego image (the embedding process not degrade the visual quality of the cove image), the
calculated brightness of pixel f'(x,y) must be within

f(x’y)_(SSf’(x’y)sf(x’y)"'é’ (1)

where 6 — maximum acceptable value of the deviation in the pixel brightness from the
primary value.

Research [2] offers an iteration algorithm — Algorithm 1 to divide an image into sub-
regions and determines threshold value for each sub-region.

To illustrate the work of the algorithm it is possible to consider the third block of image
Pout.tif dimension 8x8. Suppose 6 =15. This value is given experimentally for this image. In
the result of the Algorithm 1 work, the image will be segmented into four sub-regions with
gradation of brightness 214-184, 183-153, 152-122, 121-106 with corresponding values of
thresholds 7, =199, T, =168, T, =137, T, =114. Calculating 7, we applied operation of

rounding-off. Then we may perform threshold transformation of the image with an adaptive
threshold. The matrix of the primary image and the results of the transformation with an
adaptive threshold are shown in Figs. 2(a) and 2(b) respectively. Various tints of grey
represent four abovementioned sub-regions.

Thus, in the result of the threshold transformation we receive a binary matrix and,
further, we will use it to embedding a secret message.

To prepare SM for embedding into the cove image the graph theory is used. Basic data
and definitions on the graph theory can be found e.g. in [4].

A secret message is represent as a marked graph-tree and then matrix S us made out of
the tree according to the rule

S . . 2
" |1, if vertex v, adjacent v, @

{0, if vertex v,don't adjacent v,
Algorithm of forming SM matrix — Algorithm 2 is shown in [2].
Suppose we have a given message with the length of 8 bits: {1,1,1,— ,-1,1,-1,— 1}, then

building a graph for this message and its matrix is demonstrated in Fig. 1.

The elements of the main diagonal are not used by the algorithm of hiding information,
therefore, in Fig. 1(c), showing matrix S, on the matrix diagonal graph vertex are numbered.
As § is symmetrical, it is possible to use one of its triangular sub-matrixes — lower or upper.
Analyzing the structure of lower sub-matrix S (to be specific) we notice that first 7 bits of the

secret message are built into the elements s, j=1,n—1, i=j+1,n, beginning from element

Sg7 -
Thus, moving upwards along the diagonal, which is lower than the main one, it is
possible to restore all the primary sequence, using a unit in the matrix cells as a sign switch.
For the eighth bit it is possible to identify any cell of the sub-matrix, lying lower than the
second diagonal, say, to be specific — sy, .
In general SM, presented by sequence 1 and -1, may start with any sign so this
information should be also reflected in the matrix, e.g. in the following way. If s., =1, the

sequence starts with a plus, if s, =0, with as minus.
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Fig. 1. Message tree and its matrix: a — tree of the primary message; b — marked tree of the
primary message; ¢ — message tree matrix

The process of SM embedding into the cover image consists in the following. The
matrix of the primary image F 1is to be segmented into blocks with dimension 8x8 in a
standard way, so that the union of all blocks makes up matrix F .

Information is embedding into every block, therefore, we will be limited to the
description of SM embedding into one of them into the lower triangle.

For the marked cover image block we make threshold transformation under Algorithm
1, receiving in the result a matrix, and defining it as G . From the message to be plunged into
the cover image, we single out the sequence of 8 bits and for the highlighted sequence matrix
S is made under Algorithm 2.

Information embedding into the block of cover image will occur in the result of the
correction of the brightness of the container pixels (Algorithm 3 [2]) , that will take place only
provided that it is found out that there is a non-correspondence of value of elements g. ., and

i,i-1

S; iqs b =2,8 and elements g, and s, of matrixes G and S . If Siin ®Si i i=2,8, the value

1

of the pixel brightness f,,, of matrix F' should be raised or lowered depending on the value

of s

i,i-1°

For example, if s, ., =0, it means that g, ., =1 and, consequently, f;,, should be
lowered. New value f, ., depends on the threshold value 7' of the sub-region f; ,, belongs to,
and it will be determined as follows. If s, , =0, new brightness value f;, willbe f =T,
otherwise f;,, =T+1.

We may illustrate the above for the third block of image Pout.tif and SM
{1,1,1,—1,—1,1,— 1,—1}. The stage of creating a stego message are shown in Fig. 2. The matrix
of the stego message (stego image) — Fig. 2(d)) highlights the elements that were changed.

Similarly, the following 8 bits of information are embedded into the upper triangular
sub-matrix of matrix F . Thus, 16 bits of information are embedded into one block of the
cover image.

The procedure of extracting SM from the cover image is very easy and consists in
identifying the sign of SM elements. If an element of matrix G' of the cover image threshold

transformation, where a bit of information was embedded, equals 1, the sign of the SM
element should be changed for the opposite in relation to the previous elements.
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Fig. 2. Stages of SM embedding into container: a — matrix F of the primary image; b — matrix
G of'threshold transformation F'; ¢ — matrix of message S ; d — matrix F' of stego message

Modification of the basic algorithm.
The development of Stego Graph 1 and Stego Graph 2

Stego Graph has high reliability of perception, as the cover image matrix is slightly
changed under the embedded of a secret message into it, good capacity — 0.25 bit/pixel, and
the volume of correctly restored information reaches 100%, but Stego Graph may be applied
only under conditions of the ideal communications channel. In case of the appearance of
insignificant noise the volume of correctly restored information decreases to 65%. Detailed
analysis of Stego Graph enabled to single out hidden reserves to improve its noise immunity.

It is to be borne in mind that following Algorithm 3 of embedding SM into the cover
image, a cover image pixel is given value 7+1, if 0 of the characterizing cover image matrix
should be transformed into 1, and 7 otherwise, where T'is the threshold value. Therefore, the
received value either does not differ from the threshold one at all, or it is by a unit higher.
Application of slight noise, which is equivalent to, e.g. +2 gradations of brightness results in
the fact that a pixel may be found in the previous sub-region. To make a pixel more stable it is
logical to give it the value which will correspond to the middle of the required sub-region, but
this may entail the correction of brightness by the value more than &, which, in its turn, will
certainly lead to the breach in reliability of perception. This refers to pixels with the values,
close to the values of the limits of the region they belong to.

Regarding the third block of image Pout.tif, we may consider its threshold
transformation, shown in Fig. 3.
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Fig. 3. Scale of threshold transformation of the third block of Pout.tif

We may set several agreements: the right limit does not belong to the current region
(except the last), 6 will be even (to be specific 14), the last region, if it is lower than 26
should be determined as 26 . All these agreements will ensure integer value of the threshold in
all of the regions, which is important to ensure reliability of stego perception, if & reaches
maximum acceptable values.

Threshold transformation suggests transformation of the pixels brightness values into 0
or 1. Addressing Fig. 3, it is easy to notice that zeroes and units of different regions alternate.
For a pixel, whose characterizing value is 1 (except the first sub-region), it does not matter
which sub-region it will be transferred to. The point is to save reliability of a stego message
perception. For example, we may consider the region with limits value 186-158 and threshold
T =172. If a pixel with brightness value meets condition 179=186—6/2< f(x,y) <186 should
be lowered so that its characterizing value is zero, it should be given value
T1-6/2=200-7=193. However, if a pixel has the brightness meeting condition
T2< f(x,y)<T2+6/2, it should be given value T2-6/2=172—7=165. At the same time the
difference between the primary and new values will meet condition (1), i.e. it will be within
0.

Algorithm 3. Correction of cover image pixel brightness in Stego Graph I:

Step 1. Determine limits L(z) and L(z+1) of the region f; , belongs to. Determine the

value of threshold 7,
Step 2. If g, ; #s,, and s, ; =0, then
If k#1 (not the first region) and L(z) - f;; <6/2, then f, =T, ,—6/2,
Otherwise f,, =7, -6/2.
If g,,#s,; and 5, , =1, then
If k#n (not the last region) and f —L(z+1)<6/2, then f,=T,,+6/2,
otherwise f, =T, +6/2.

For the first and the last regions of the current block information embedding is made in
the same way as in Stego _Graph.

Embedding SM into Stego Graph 2 we use information excess, each value of SM is
recorded thrice, i.e. we create blocks of 000 and 111 type, and while decoding the sign is
determined by the majority of similar symbols in the block.

Assessment of stego image sensitivity to noises in the communication channel

Solving the problem of improving noise immunity of the basic algorithm we used
general approach to the analysis of information systems, based on the perturbation and matrix
theories, that is shown in [3]. Here we will briefly describe its conception, used when
developing the algorithms of Stego Graph 1 and Stego Graph 2.
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As the mathematical model for the cover image is a matrix, and all of the
transformations of the image may be represented in the equivalent matrix view, then the set of
parameters, strictly determining and comprehensively characterizing any image may be
presented by the multitude of singular numbers and singular vectors of its matrix. Singular
decomposition of matrix F can be shown as:

F=UVT", (3)

where U and V' are matrixes of left and right singular vectors, respectively (SV), whereas X
— 1s the matrix of singular numbers (SN). In general singular decomposition of matrix is
determined ambiguously. However, it is possible to perform normal singular decomposition,
which is the only one.

Any stego transformation will perturb cover image matrix F, and consequently,
somehow will perturb the corresponding SNs and SVs, which enables to reduce the task of the
analysis of stego transformation to the analysis of SN and SV perturbations. Further, we will
need two important statements, grounded in [5]. Firstly, SVs, corresponding to low SNs,
receive significant perturbations even at low perturbations of the cover image, on the contrary,
SVs, corresponding to high SNs are noted for their strong noise immunity. Secondly, SNs
perturbations are comparable to the data perturbation — AF', i.e. cover image matrix SNs are
no insensitive to the perturbing effects, regardless of whether the stego image is sensitive or
not to the perturbing effects, therefore, it is reasonable to analyze only SVs whereas their
aggregate perturbation can be used as a rate of sensitivity of the stego image to perturbing
effects. Basing on the first statement, we made a conclusion that the algorithm of
Stego _Graph should be modified so that the cover image matrix under the embed of SM,
receives such perturbation that it will lead to the perturbation of not only SVs, corresponding
to small SNs but also SVs that are more resistant to noises. The second statement was used to
assess the noise immunity of Stego Graph and its modifications.

In MATLAB environment we carried out a computing test, during which new stego
methods were practically implemented and their noise immunity was assessed. To show the
results we further use the third block of Pout.tif, which is typical of other blocks of Pout.tif, as
well as for other images.

Owing to the specifics of SM embedding under the Stego Graph cover image matrix
algorithm receives rather low perturbations and, here, mostly SVs are perturbed,
corresponding to low SNs — Fig. 4(a)) (6,7,8 SVs — SM is mostly in these vectors and under
the smallest noise information is distorted). Embedding SM under Stego Graph 1 and
Stego _Graph_2 considerable perturbation is also made on SVs, corresponding to 5, 4 and 3
SNs, i.e. more information is transferred to the vectors, which are more resistant to additional
effects. Analyzing the behaviour of SVs (their aggregate perturbation) of the cover image
matrix, it is possible to make a conclusion that the most resistance stego image to the
additional noises is Stego_Graph_2, which is confirmed by Fig. 4(b)).

Perturbations in the communication channel were simulated with the help of the
additive Gauss noise, whose application was made in the standard way imnoise , with mean
equaling zero and dispersions D=0.00001, D=0.0001 and D=0.001. As it was expected, the
largest volume of correctly restored information was received under Stego Graph 2.
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Fig. 4. Representation of embedded and restored information using algorithms Stego Graph,
Stego _Graph_1, Stego Graph 2: a — Representation of embedded information by perturbed
SVs (P — rate of difference between SV cover image matrix and stego image matrix, N — SV
number); b — volume of correctly restored information (R,% ) under D, (mean perturbation

of pixels)

Conclusion

The work considered the algorithms for stego systems, whose task is hidden
transmission of confidential information. A special feature of these systems is hiding the very
fact of message transmission. Therefore, one of the most important characteristics is the
reliability of a stego message perception. It is logical to conclude that the less perturbations
we make for the cover image, the more reliable stego channel is. It is this principle that was
used to make up the algorithm of Stego Graph, and the algorithm, e.g. shown in [6], where
cover image pixels are, as a rule, replaced by the found, necessary pixels, but they are not
corrected. All these algorithms, based on low perturbations of coding, are very sensitive to
noises, because, as it was shown in the fourth section, low perturbations of the cover image
under stego transformation lead to perturbations of only low-resistant SVs that correspond to
low SNs. Under the impact of external effects these vectors receive additions perturbations
and a significant part of SM, being in them, is lost.

To create noise resistant algorithm it is required to seek and perturb the vectors that
correspond to high SNs. SVs, corresponding to the highest SNs are the most reliable. Even
under strong noises, when the image is seriously distorted, it is possible to extract information
from these vectors almost with no losses. However, unfortunately, we may not embed
information into these vectors as reliability of a stego message perception is affected. This is
explained by the fact that SVs, corresponding to the highest SNs of the image matrix match
low-frequency, and the lowest — high-frequency components of the primary cover. Frequency
sensitivity of the human eyesight system is in the fact that a person is much more sensitive to
low-frequency, than to high-frequency signal component. Owing to the abovementioned the
task of the development of noise resistant algorithm is the search of a compromise between its
characteristics, as the improvement of one parameter, e.g. the capacity value is provided by
other parameters, such as secrecy of information transmission or immunity to perturbing
effects.
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L.I. Bopucenko
HIABUIIEHHSA CTIMKOCTI 10 3ABAJ]I CTETAHOI'PA®IYHOI'O AJITOPUTMA

O06nacTi0 HAyKOBHUX JAOCIIIKEHb € KOMII FOTepHa cTeraHorpadgis, a caMe CTeraHoCUCTEMH, SIK1
3a0e3mevyl0Th TAaEMHY IMepefady koHQimeHuidHoi iHbopmalii. B craTTi posrisgaerbes
MUTaHHS N1ABUILEHHS CTIKOCTI 10 3aBaJl AITOPUTMY, KU OyB po3po0sieHUH 1Ji CTBOPEHHS
CTEraHONOBIJOMJIEHb B YMOBAX 1/1€aIbHOTO KaHAIy 3B’ S3KY.

Kurouosi cioBa: creranorpadis, npuxoByBaHHs iH(opMallii, Teopis rpadis

N.N. bopucenko .
[NTOBBILIEHUE [IOMEXOYCTOUYNBOCTU CTET’AHOI'PA®UYECKOI'O
AJITOPUTMA

OO0nacThi0 HAYYHBIX HCCIICOBAHUN SIBIISETCS KOMIBIOTEpHAs CTeraHorpadusi, B 9aCTHOCTH
CTETraHOCHCTEMBI, KOTOpPhIE OOECIEUMBAIOT TAalWHYIO Mepenady KOH(GUIeHIHUaTbHOU HHGOP-
Maruu. B cratee paccMaTpuBaeTcsi BOIPOC MOBBIIMICHUS! TIOMEXOYCTOHYMBOCTH AJITOPUTMA,
KOTOpBIH ObUT pazpaboTaH /js CO3AaHUs CTEraHOCOOOIIEHUH B YCIIOBUAX UI€aIbHOTO KaHaa
CBSI3U.

KuoueBsble cioBa: creranorpadus, COKpeiTe nHGOpManuu, Teopus rpadon
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