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ABSTRACT

The problems of managing complex project management systems are associated with numerous parameters that characterize
their state. Most modern methods of forecasting project activity are based on the use of statistical modeling of individual processes
and tools, for example, a work schedule, which requires both the justification of the adopted laws for the distribution of random work
durations and the planning of a certain organizational and technological sequence of work. The collection and processing of data on
all parameters is a complex and expensive procedure, and a complete justification of all project characteristics can lead to the infor-
mation complexity of the system under consideration. However, it is impossible to refuse this due to the need to obtain relevant and
reliable data for the adoption and implementation of management decisions. Thus, it is necessary to look for ways and means to re-
duce the number of controlled parameters, create algorithms that allow predicting the presence of undesirable processes in a con-
trolled system, and develop recommendations for a more detailed analysis of individual project management subsystems. To over-
come the informational complexity of predictive models, it is proposed to use a phenomenological approach that is associated with
the definition of entropy, which allows using a minimum of information about the planned and updated course of the project. The
concept of entropy is one of the key concepts of thermodynamics and information theory, and also finds its application in a number
of other sciences, the subject of research and study of which are complex stochastic systems. The possibilities of using entropy and
entropy modeling are currently being actively explored in the theory of project management. The paper considers an entropy ap-
proach to modeling project management systems, in which, on the basis of mathematical procedures arising from K. Shannon's in-
formation theory, information phenomenological models are created. The IPMA ICB 4.0 standard is considered as an example. The
developed tool creates the prerequisites for the effective use of the entropy approach to assessing complex economic and social sys-
tems.
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INTRODUCTION Projects are implemented in any sphere of human activi-
ty. Projects can be implemented within the framework
of one organization, and they can also be of an interna-
tional nature. However, regardless of the scale of pro-
jects, there are always external and internal factors that
affect the implementation of the project. The more such
factors, the greater the number of stakeholders, the more
difficult it is to find a compromise among the require-
ments and wishes of the participants for the successful
completion of the project.

Today, most companies use project management
tools and implement most of their activities through
projects. However, despite the positive trends, many
approaches remain unchanged, such as decision-
making at the national level, the mentality of society,
as well as the desire to implement a Western level of
management, without adapting to national character-

Today, in theory, significant experience has been
accumulated in the systematic consideration of project
management processes and a serious scientific ground-
work has been created in this direction. In project and
program management, much attention is paid to the con-
sideration of processes from the standpoint of a system-
atic approach. Books, articles and standards are devoted
to this problem (D. Milosevic, G. Kertsner, V. Voro-
paev, S. Bushuev, N. Bushueva, P2M, etc.). In recent
years, due to the acceleration of innovation processes
and the implementation of large-scale changes in var-
ious fields of activity (international relations and eco-
nomic relations, finance, law, technology, etc.), the
processes of radical changes in business, education
and public administration have intensified.
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in understanding between the participants and stake-
holders of the project. This may entail the occurrence
of risky activities, which means damage and the threat
of its successful completion.

When managing a project, a manager must oper-
ate effective project management tools, conduct vari-
ous kinds of assessments, forecasting and measure-
ments, as well as be able to hear and establish com-
munication channels between project stakeholders,
while reducing the level of uncertainty. Such man-
agement tools include the Monte Carlo method, the
earned value method, etc.

When implementing any project, its result is al-
ways in the nature of uncertainty. However, in the
process of project implementation, it is possible to
significantly reduce the level of uncertainty through
control at certain stages of project implementation.
One of the tools that can be used to do this is entropy.

THE PURPOSE OF THE ARTICLE

The aim of the research is to consider the possibil-
ity of using the entropy approach to monitoring project
management systems. On the basis of mathematical
procedures arising from the information theory of
K. Shannon, develop information phenomenological
models and check their adequacy using the analysis of
the IPMA ICB (ver. 4.0) standard as an example.

MAIN PART

By definition [1], entropy (from the Greek — ro-
tation, transformation) — in control theory — is a
measure of the uncertainty of the state or behavior of
the system under given conditions. The term is widely
used in other areas of knowledge, and is also relevant
for any system.

When using entropy methods, a distinction is
made between thermodynamic entropy S and infor-
mational entropy H [1]. Let us briefly consider the
methods of thermodynamic entropy in the study of
evolutionary processes and the dynamics of hierar-
chical systems [2].

The change in thermodynamic entropy dS is de-
fined as:

dS=AQ/T, (1)

where AQ is the change in heat in the process; T is
the absolute temperature.

In the general case, the entropy increment dS can
be represented as the sum of two terms [3]:

dS= dS. + dS;, @)

where dS. is the change in entropy due to the exchange
with the environment; dS; increment of entropy caused
by irreversible changes within the system.

In accordance with the laws of thermodynamics,
dSe can take both positive and negative values. The
increment, dS; in accordance with the second law of
thermodynamics, can only be positive. For an isolated

system dS. =0, and in such a system the entropy can
only increase.

The quantity ® = dS/dt is called the entropy
production. This value characterizes the rate of accu-
mulation of irreversible changes.

In the thermodynamics of irreversible processes,
it is assumed [4] that

O=2XJi. 3)

As a simple example, in the logic of knowledge
management systems, as shown by E. Deming [5], the
source of knowledge is always outside the system,
and becomes “requested” (or “invited”) only when
the system needs the knowledge which it does not
possess, which, obviously, occurs when resources are
exhausted (“realization” of the accumulated “igno-
rance” as informational entropy) for solving a particu-
lar problem [6]. Taking the definition of entropy for
information systems as “Entropy is how much infor-
mation about the system is unknown” [7], we apply
this definition to create an entropy model.

Suppose that in the logic of information entropy:

dH. — the change in entropy (“ignorance”), due
to the exchange with the environment;

dH; — increment of entropy (“ignorance™), caused
by irreversible changes within the system, respectively,

dH = dHe +dH;. 4)

Obviously, when the “internal resources” are ex-
hausted, the “production” of entropy has reached a
certain critical (positive) value, there is a conscious
need to attract an “external resource” that can solve
the problem (minimize the entropy of the system),
and in this case, a negative value of “ignorance” is
needed (which would correspond to “knowledge”).

Such logic can be illustrated in the form of a 2x2
matrix, if it is considered as a “coordinate system” as
shown in Fig. 1.

In this case, we proceed from the fact that the
system is no longer closed, i.e. a situation is possible
when it is not necessary, dH. = 0, but there may be a
“delivery of knowledge from the outside” (dH. <0).

internal
knowledge
No, the need to attract external | There is opportunity for improvement
surplus

source, you can become a source of based on comprehensive

knowledge for external systems benchmarking

There is need to attract external
No. the need to create internal source,
knowledge in conditions lack
deficit you can use knowledge from external
internal knowledge, but no

systems

capabilities attract knowledge

external

deficit surplus

knowledge

Fig. 1. Matrix of relations to an external

source of knowledge in the system
Source: compiled by the authors
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This two-dimensional matrix can be transformed
into a “cube of need” for knowledge by adding another
dimension - awareness of the presence of “knowledge /
ignorance” in the system. In this interpretation, the
model can be a set of the following eight states,
through which, in particular, it can be proposed to un-
derstand such a phenomenon as “technological maturi-
ty in management” (including in project management).

Table 1 is illustrating the insufficiency of the ex-
istence of knowledge as such — it is necessary to under-
stand its sufficiency (or even “surplus™) or lack (“defi-
cit”) to solve specific problems facing a particular sys-
tem (be it an individual or an organization). It is im-
portant not only to understand the “balance of
knowledge”, but also to understand how the process of
working with knowledge can be launched in the organ-
ization, ensuring the creation and maintenance of at
least a minimum sufficient level for the functioning of
the system (organization).

In the conditions of even the constancy of the
external and internal environment of the “non —
VUCA world”, it is necessary to ensure the mainte-
nance of a stable meaning for the expression

dH. = -dHi, which corresponds to compensation
"from the outside" of those losses of knowledge (in-
formation) that will inevitably occur “inside” the
system. An example is the procedure for maintaining
the qualifications of personnel in process-oriented
organizations. Professional development must be
carried out with certain regularity, and updated. As-
suming, as an initial condition, the presence of
changes in the external environment, it is necessary
to ensure the growth of “external knowledge” to
compensate for losses due to the inevitable increase
in such “organizational entropy”. In this logic, one
can also consider the activity of creating and further
updating standards in any of the areas of human ac-
tivity, including project management. At the same
time, some approaches may be replaced by others,
thanks to the analysis of best practices from related
disciplines or related knowledge systems. This is
what can now be observed in the field of profession-
al project management in the form of “harmoniza-
tion” of the approaches of Agile and Waterfall.

To understand the logic of knowledge man-
agement processes in an organization, it is necessary

dH = dHe + dH=0, from which follows
Table 1. Extended model of attitude to knowledge in the organization
External Internal  {Understanding Description situations
knowledge | knowledge states
Readiness for development based on benchmarking. High level
1 1 1 ) o .
technological maturity in the issue / technology
State “as is” for many organizations with some “latent” level
maturity, allowing to receive acceptable results of activities, also
1 1 0 . - .
leading to low efficiency use key competencies due to them
unconsciousness
Situation an express “request” to receive external knowledge
1 O 1 H H H [13 H bR 13 99
(including understanding the “location” of such a “source™)
Situation an express “request” to receive external knowledge
1 O 0 H H H (13 H 2 (13 29
(including understanding the “location” of such a “source”)
The situation of “conscious leadership”, creating prerequisites for
0 1 1 the “export of knowledge”. Also, situation maybe to be
considered how prerequisite for expansion species activities
within existing competencies (individual and/ or organizational)
The situation of “unconscious leadership”. It creates the
prerequisites for “loss of knowledge” or the risk of replacing
0 1 0 existing methods and work tools with worse, but more common
or already known ones. The situation can lead to low efficiency
in the use of key competencies (unconsciousness).
Conscious condition abandonment of the project / activity (may
0 0 1 become the starting point for processes related to research and
development)
0 0 0 “Nirvana” as the absence of the need for any knowledge

Source: compiled by the authors
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to consider not only the dynamics of changing the
state of “sufficiency” of existing knowledge, but
also the processes of technology development, on
the one hand, as well as the logic of external and
internal use of products and services based on the
use of appropriate technologies, as shown in Fig. 2
[7, 8].

Technologically
significant result
|

technological limit

| |
j ~technology hfe cycele
I 1

technological gap

time

Fig. 2. The logic of technological leaps
and gaps in the development of

technologies
Source: compiled by the [7]

In this case, it makes sense to define the entro-
py dH = dH. + dH; like the difference between tech-
nologies (in the case of tx development), where the
index i refers to the “established” version, and e — to
the “new” version.

As you can see, four states can be clearly dis-
tinguished and correlated in the model presented in
Fig. 2. In particular, in logic of coexistence, for ex-
ample, in the construction industries, where various
technologies for the development of design estimate
coexist. Moreover, in such a scheme, technologies
can not only reach their technological limit, but also
degrade.

As noted in [8], when studying the dynamics of
many complex systems, by analogy with the produc-
tion of entropy, one can introduce the rate of change
in information entropy. In the general case, it is nec-
essary to take into account both the change in ther-
modynamic and informational entropy.

In this case, when solving variational problems,
the function F, which is to be studied for an extre-
mum, is written as follows:

F=S+BH, (5)
or
F=H+DbS. (6)

B*b = 1 must be satisfied between the coefficients B
and b.

In self-organizing processes, the rate dH/dt
takes on negative values, which corresponds to the
“increment of knowledge”.

It is known that the entropy H can be deter-
mined by the formula,

H = Inw, )

where W is the number of microstates by which the
given macrostate can be realized.

Hence, we can assume the number of mi-
crostates W, through which it is possible to realize a
macrostate with a given value H :

W=exp(H) . (8)

It is also correct to insert here a remark about
the choice of the base of the logarithm, but we can
also consider the classical formula:

H = log.W, 9

if you choose “bit” as the unit of measure.

And to present the amount of information that
can be transferred from the elements of the ICB
IPMA competency models.

In this case, it would be logical to see new ver-
sions of standards as knowledge systems, those that
allow solving problems in the relevant subject areas
using updated information. The calculation of such
indicators can be illustrated by the example of the
analysis of the system of individual competencies of
project managers ICB 4.0 IPMA [9]. As an initial
model, consider the adjacency matrix between ele-
ments, built on the basis of the text analysis of the
ICB4.0 IPMA standard, which shows data on the
presence of such relationships (Fig. 3).

Based on the logic of K. Shannon, it is neces-
sary to operate with the probabilities of transitions
from one state to any of those reachable from this
state, where the fundamental possibility of such a
transition is indicated as 1, and the absence of a di-
rect influence of one element on another is repre-
sented as 0. We suggest using the formula
of K. Shannon to calculate the entropy obtained by
him based on the use of the Nyquist and Hartley
formula

H = n*logs, (10)

which Shannon K. used to measure information as a
function of probabilities. This is the logarithm of the
“improbability” of the message, in fact, a measure of
the “surprise” of the appearance of one or another
“information influence”:

H = Zpdlogz(1py) ,
where pi is the probability of each message.

(11)
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Fig. 3. First order adjacency matrix for ICB 4.0

Source: compiled by the authors

H is commonly referred to as “message entro-
py”, “Shannon entropy”, or simply “information”.
The resulting value is measured in the measure of
information proposed by Shannon K. — “bits” [10].

Shannon K. suggested that the information gain
is equal to the lost uncertainty, and set the require-
ments for its measurement:

— the measure must be continuous; that is, a
change in the value of the probability value by a
small amount should cause a small net change in the
function;

— when all options (competency elements in the
ICB example IPMA) are equally probable, an in-
crease in the number of options (elements of compe-

tence) should always increase the value of the func-
tion that describes the increase in information;

— it should be possible to make a choice (in the
example under consideration — competency ele-
ments) in two steps, in which the value of the final
result function should be the sum of the functions of
intermediate results

All these rules are satisfied when analyzing the
IPMA model ICB.

In order to use the formula, it is necessary to
convert the considered matrix into a matrix of transi-
tion probabilities. To do this, in the case of a real
situation of uncertainty, you can use logic similar to
the logic of the Laplace criterion when calculating
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the Laplace criterion in game theory. We will con-
sider the probabilities equal, but in our case we will
make some changes — we will consider the proba-
bilities equal not for all columns of the “payoff ma-
trix”, but for each row we will determine the values
of transition probabilities in the form of equal val-
ues, based on the number of non-zero values in the
adjacency matrix, but in such a way so that the sum
of the elements in each of the rows of such a matrix
of transition probabilities is equal to 1. In the case
when it is possible to determine such values in an
expert way or on the basis of statistical data, then
such logic in the “line by line” application will cor-
respond to the logic of determining the Bayes crite-
rion. The proposed version presents the logic of such
a modified Laplace criterion (Fig. 4).

As you can see, in this representation, there is
already all the necessary data for calculating the in-
formation entropy for the presented system. Based
on the logic that each element that represents the
corresponding line of the matrix of transition proba-
bilities is “influencing” all other elements of the sys-
tem, i.e. rows are “sources” and columns are “re-
ceivers” of information, and, in turn, all rows are
elements, i.e. “elementary subsystems” of the system
under consideration, the entropy of the entire system
will be equal to the sum of the entropies for each of
the elements.

Thus, it is also possible to calculate the entropy
changes for any n — th step based on the calculation

of the corresponding transition probabilities, while
the entropy of the initial state of the system will be
equal to 0 (due to the values of the transition proba-
bilities at the start of the simulation, which for all,
except for the “starting”, equal to 1, will be equal to
0). The data of such modeling are presented in Fig.5.
As can be seen from the presented model, start-
ing from step (4), the value of information en-
tropy becomes constant. A similar result will be
obtained if we calculate the values of infor-
mation entropy for adjacency matrices of orders
2 and higher, the values of the elements of
which will correspond to the total number of
links between the elements (“reached infor-
mation”), both directly due to “direct links” (the
presence of arcs between vertices in the corre-
sponding mapping in the form of a directed
graph), and thanks to the “messages” that
reached through the intermediate “post stations”
(through a chain of other vertices). As an exam-
ple, we present the values of information entro-
py for each of the elements and in total for the
entire system in the form of a table for the first
five degrees of the original adjacency matrix,
which was calculated using the following logic
for determining the values of transition proba-
bilities (Fig. 6).
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Personal integrity and reliability 7| 0,00 [ 0,00 [ 0,08 [ 008 [ 008 | 008 ] 000 008 | 008|008 | 008 | 008 008] 008 008 000 000 000|000 0000000007 000]000]000]000]000] 000
Personal communication 8] 0,00 [ 0,00 | 000 [ 008 | 0,08 | 0,08 | 008 ] 000008008 008|008 008]008]008]000]000]o000]000]008]000]000]000]000]000]000]008]000
Relations and engagement 5] 0,00 | 0,00 [ 0,00 | 0,08 | 0,08 | 0,08 | 0,08 | 0,08 | 0,00 | 0,08 | 0,08 | 0,08 | 0,08 | 0,08 | 0,08 | 0,00 | 0,00 | 0,00 | 0,00 | 0,08 | 0,00 | 0,00 | 0,00 [ 0,00 | 0,00 [ 0,00 | 0.08 | 000
Leadership 10 0,00 | 0,00 | 0,00 | 0,04 | 004 | 004 | 0,04 | 0,04 | 0,04 | 0,00 | 0,04 | 004 | 004 | 0,04 | 0,04 | 0,04 | 004 | 004 | 004 | 0,04 | 0,04 | 0,02 | 004 | 0,04 | 0,04 [ 0,04 | 0pa | 004
Teamwork 11| 0,00 [ 0,00 [ 0,00 | 0,07 | 0,07 | 0,07 | 0,07 | 007 | 0,07 | 0,07 | 0,00 | 0,07 [ 0,07 | 0,07 | 0,07 | 0,00 | 0,00 | 0,00 | 0,00 | 0,07 | 0,00 | 0,00 | 0,07 | 0,00 [ 0,07 [ 0,00 | 000 | 000
Conflict and crisis 12| 0,00 | 0,00 | 0,00 | 007 | 007 | 007 | 0,07 | 007 | 007 | 007 | 0,07 | 0,00 | 0,07 | 0,07 | 0,07 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,07 | 0,00 | 0,07 | 0,07 | 0,00 | 0,00
Resourcefulness 13[ 0,00 | 0,00 | 000 | 0,00 | 0,00 | 0,08 | 0,08 | 0,08 | 0,08 | 0,08 | 0,08 | 0,08 | 0,00 | 0,08 | 0,08 | 0,08 | 0,08 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 [ 0,00 | 0,08 | 0,08 | 0,00 | 0,00

iati 14| 0,00 | 0,00 | 0,00 | 000 | 0,00 | 0,08 | 0,08 | 0,08 | 0,08 | 0,08 | 008 | 0,08 | 0,08 | 0,00 | 0,08 | 0,08 | 0,08 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,08 | 0,08 | 000 | 000 | D00
Results ori 15| 0,06 | 0,00 [ 0,00 [ 0,00 [ 000 [ 006 | 0,06 | 0,06 [ 006 [ 006 | 0,06 [ 006 | 006 006 [ 000 006|006 000] 000 000]006]000]000]000]00s][006]00s] 000
Project design 16] 005 | 0,05 | 005 | 0,05 | 005 | 0,00 | 0,00 [ 000 | 0,00 | 0,05 | 0,00 | 0,00 | 0,05 | 0,05 | 0,05 | 0,00 | 0,05 | 0,05 | 0.05 | 0,05 | 0,05 | 0,05 | 0,05 | 005 | 0,05 | 0,05 | 0,05 | 005
Requirements and objectives 17| 005 | 0,05 | 0,05 | 0,00 | 0,00 | 0,00 | 0,00 | 0,05 | 0,00 | 0,05 | 0,00 | 0,00 | 0,05 | 0,05 | 0,00 | 0,05 | 0,00 | 0,05 | 005 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05
Scope 18| 0,05 | 0,05 | 0,05 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,05 | 0,00 | 0,00 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,00 | 0,05 | D05 | D05 | 0,05 | 0,05 | 0,05 | 0,05 | 005 | 005 | 005
Time 19| 0,00 | 0,06 | 0,06 [ 0,00 [ 0,00 | 0,00 | 0,00 | 0,06 [ 0,00 | 0,06 | 0,00 [ 0,00 ] 0,06 | 0,06 | 0,00 [ 0,06 | 0,06 | 0,06 | 0,00 | 0,06 | 0,06 | 0,06 | 0,06 | 0,06 | 0,06 [ 0,06 [ 0,06 | 006
o and 20| 0,00 [005 | 0,05 [ 0,00 | 0,00 | 0,00 | 0,00 | 0,05 [ 0,00 | 005 | 005 | 0,00 | 0,05 | 0,05 | 0,00 | 0,05 | 0,05 | 0,05 | 0,05 | 0,00 | 0,05 [ 0,05 | 005 | 0,05 | 0,05 | 0,05 | 0,05 | 005
Quality 21| 0,00 | 0,06 | 0,06 | 0,00 | 0,06 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,06 | 000 | 0,06 | 0,00 | 0,06 | 0,06 | 0,06 | 0,06 | 0,06 | 0,06 | 0,00 | 0,06 | 0,06 | 0,06 | 0,06 | 0,06 | 0,06 | 0oE
Finance 22| 0,00 [ 0,06 | 0,06 | 0,00 | 0,00 | 0,00 | 0,00 0,00 [ 0,00 0,06 [ 0,00 | 0,00 0,06 | 0,06 | 0,06 | 0,06 | 0,06 [ 0,06 [ 0,08 [ 0,08 | 0,06 | 0,00 | 0,06 | 0,06 [ 0,06 [ 006 | 008 | 008
Resources 23] 000 [ 005 | 0,05 | 0,00 | 0,05 | 0,00 | 0,00 [ 0,00 | 000 [ 005 | 0,05 | 0,00 [ 0,05 | 0,05 | 0,00 [ 005 [ 005 [ 005 | 005 | 005 | 0,05 | 0,05 | 0,00 [ 005 [ 005 [ 005 [ 005 | 005
Procurement 24| 0,00 [005 | 0,05 [ 0,00 | 0,05 | 0,00 | 0,00 | 0,00 [ 0,05 | 005 | 0,00 | 0,00 | 0,05 | 0,05 [ 0,00 | 0,05 | 0,05 | 0.05 | 0,05 [ 0,05 | 0,05 [ 0,05 | 005 | 0,00 | 0,05 | 0,05 | 0,05 | 0,05
Plan and control 25| 0,05 | 0,05 | 0,05 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,00 | 0,05 | 0,00 | 0,05 | 0,05 | 0,05 | 0,00 | 0,05 | 0,05 | 0,05 | 0,05 | D05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,00 | 005 | 0,05 | 0,05
Risk and i 26] 005 [ 0,05 [ 0,05 [ 0,05 [ 000 ] 000 0007 0,00 0,00 005 000005005000 000005005005 005]005]005]005[005] 005005000 005005
Stakeholder 27| 005 | 0,05 | 005 | 0,05 | 005 | 0,00 | 0,00 | 005 | 0,05 | 0,05 | 0,00 | 0,00 [ 0,05 | 000 | 0,00 | 0,05 | 0,05 | 0,05 | 005 | 0,05 | 0,05 | 0,05 | 0,05 | 005 | 0,05 | 0,05 | 0,00 | 005
Change and transformation 28| 0,05 | 0,05 | 0,00 | 0,05 | 0,05 | 0,00 | 0,00 | 0,05 | 0,00 | 0,05 | 0,00 | 0,00 | 0,05 | 0,00 | 0,00 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,05 | 0,00

Fig. 4.

Transition probability matrix for the first order adjacency matrix of ICB 4.0 elements

based on the modified Laplace criterion
Source: compiled by the authors
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Fig. 5. Information modeling data for discrete state transition dynamics model for ICB 4.0 IPMA
transition probability matrix
Source: compiled by the authors
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£|0,0000( 0,0000 | 0,0000( 80,0000 | 0,0000| 80,0000 0,0000| 0,0000( 0,0000 | 0,0000| 0,0000 | 0,0000| 0,0000( 0,0000 | 0,0000 | 0,0000 | 0,0000| 0,0000( 0,0000 | 0,0000| 0,0000 | 0,0000| 0,0000( 0,0000 | 0,0000| 0,0000 | 0,0000| 0,0000 0,00000|
1 10,0000 0,0000 | 0,0000]0,1910|0,1910|0,1910|0,1510|0,1910|0,1910|0,0000| 0,1910|0,1910| 0,1510| 0,1910|0,1910| 0,1910| 0,1910| 0,1910| 0,1910| 0,1910| 0,1910 91513 0,15910|0,1910|0,1910|0,1910|0,1910| 0,1910 4,58496
2 0 7 0,1610|0,1736|0,1325|0,1644|0,2005| C,1754 ji3385| 0,1602 | 0,1513 [OV33WY] 0,2019| 0,1687 | 0,1980| 0 79/0,1374|0,1839(0,1637]0,137. 155 0,1633)|0,1897)|0,1654|0,1834|0 13 -] 4,77488
3 0,1819(0,1895|0,1358(0,1595|0,1862|0,1715 [, 2240 0,1563 12]|0,2064|0,2058| 0,1698|0,2140| O, 0,1631(0,1877 0, 477678
4 2|0,1827(0,1897]0,1309(0,1596/0,1871|0,1715 |0, 2220 0,1525 0,2052)10,2029)0,1671|0,2159| 0 0,1656)|0,1862 4,77681
5 0,1832(0,1905|0,1296]0,1582|0,1858] 0,1704 [0,2217] 0, 0,2042|0,2026| 0,1665 |0,2167] 0,17 0,1659(0,1853 477655
] 210,1828|0,1831(0,1904]0,1283| 0, 7 10,1699 |0,3315] 0 0,2039)0,2023|0,1660|0,2171] 0,17 7|0,1663(0,1860 4,77653
7 410,1830|0,1830(0,1904(0, 10,1696 |0,2214) 0 0,2038)0,2022| 0,1658 |0,21792] 0,17 0,1664)|0,1860 4,77653
8 0,1831|0,1830|0,1903|0 0,1695 [0,2274| 0,2037|0,2022| 0,1657 |0,2173] 0, 0,1665(0,1861 | 0, 477653
9 0,1831)0,1830|0,1903|0 [ 0| 0,1694 [0,2213 0, 0,2037)0,2021)|0,1657 |0,2174| 0 0 0 0,1666)|0,1861|0 0 4,77653
10 |¢ 0,1831)0,1829)|0,1903 1 83 15 1/0,1850| C,1694 [0,2213 O, 0,2037)0,2021| 0,1656 |0,2174| O 1 36|10 1656|0,14. 0,1666|0,1861 | ¢ 1 85 1 938|0 4,77654

Fig. 6. Calculation of the entropy for a discrete model of the dynamlcs of transmons

between states for the matrix of transition probabilities ICB 4.0 IPMA

Source: compiled by the authors

We investigate how the dependence of the ele-
ments of the system affects the change in entropy.
Consider a system whose state is described by a
multidimensional normal vector u. Information en-
tropy in this case is calculated by the formula [11]:

H=log[(27e)"|KI]" - (12)

where n is the dimension of the vector;

|K| is the determinant of the correlation matrix.

For convenience, consider a system in which all
components have the same o2 variances.

Then

K| = ™A (13)

where A is the determinant of the normalized corre-
lation matrix.

How noted in [12], “Physically, it is impossible
to realize systems with all component correlation
coefficients equal to unity. It is of interest to deter-
mine the values of the correlation coefficients at

which the entropy reaches zero”, and also gives the
calculation of these coefficients.

For a situation with the same competency ele-
ments as in the example above, it would be an ideal
solution to know exactly at what point at which step
to “turn on” this or that element with its own tools
and methods. In this regard, the PMBOK process
model looks more advantageous. PMI, which offers
a clear sequence of actions from the formation of the
Charter of the project to summing up the results of
the completed project.

In general, it is possible to put forward a hy-
pothesis about the project's striving , in case of its
success, to be able to describe the complete model of
its implementation, which allows repeating the pro-
ject in similar conditions (which is fundamentally
difficult to achieve, in particular, for really complex
systems, based on the logic of “attributes” complex
systems according to the L. Rasstrigin), while hop-
ing to get a similar result — to transfer the project to
the category of “typical”, the implementation of
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which can be clearly described as a sequence of re-
petitive actions, include with all the attributes inher-
ent in the Waterfall model.

With regard to project management, it can be
conditionally assumed that the entropy of the project
during each “planning and reporting” period changes
from the minimum to the maximum and vice versa -
ideas about the work plan for the corresponding fu-
ture period under the assumptions and assumptions
about its possible implementation, including h,
backed up by the obligations of the performers who
are ready to give them, again, based on their set of
assumptions and assumptions related to the infor-
mation they received from their suppliers and sub-
contractors (a typical situation for the implementa-
tion of a project in the construction industry), which
corresponds to the minimum entropy. After that,
starting to implement directly in the course of work,
“requests for changes” inevitably arise, which corre-
sponds to an increase in the level of entropy to the
maximum, and during the next communication event
(“planning meeting™), issues related to requests for
information are resolved, the situation “as is”, plans
are adjusted “as will be” and the cycle repeats.

At the same time, it seems possible to calculate
the entropy for the project management model based

Factor name

0n what impact {columns)

From what influence [strings)
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on the PMBOK recommendations. The text of this
standard also contains a description of the “inputs”
and “outputs” of each of the 46 project management
sub-processes described, grouped into 10 knowledge
areas. This allows you to form the following first-
order adjacency matrix (Fig.7):

As can be seen from the data presented in Fig. 7
and Fig. 8, such an interpretation of the text of the
standard, with all the desire, will not allow to “as-
semble” the correct model, because it contains 5 el-
ements, each of which, in the logic of “inputs” and
“outputs”, does not contain informational “outputs”,
and, in such logic, they can simply be excluded from
the model. Although this remark refers rather to the
extent to which these elements were correctly in-
cluded in the standard at one time.

And, most importantly, in [12] it is shown that
for systems with dependent elements, an increase in
the complexity of the system leads to a decrease in
entropy. It follows from the above that in order to
reduce the entropy of real systems, it is necessary to
find constructive methods for increasing the depend-
ence between constituent elements, and for systems
with dependent elements, methods for increasing
their complexity by increasing the number of ele-
ments.
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Fig. 7. First-order adjacency matrix fragment built for project management processes in
accordance with the recommendations of the PMBOK
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Fig. 8. A fragment of the matrix which shows the number of links between elements, built for -
project management processes in accordance with the recommendations of the PMBOK (ver. 6.0)
Source: compiled by the authors

As an example, we can cite the data of similar
calculations, only performed for the previous version
of IPMA ICB 3.0. In this version, the number of el-
ements was much larger — 46 elements. At the same
time, the structure of links between, in fact, the same
structural blocks, looks much more complex com-
pared to ICB 4.0.

Also of interest for such a comparison is the
comparison of IPMA ICB 3.0 with the presented
calculations for PMI PMBOK version 6 due to the
close number of elements in the considered struc-
ture.

To ensure the correct application of these con-
clusions, we need to make sure that we are really
dealing with a “self-organizing system”.

Based on the classification of systems on “Well
organized” (deterministic), “Poorly organized”
(probabilistic) and “Self-organizing” (evolving or
complex), given in [13], as well as “corrections” for
the role and place of the “human” factor in complex
systems, then any socio-economic and other systems
involving a person or taking into account any other
manifestation of the actions of the human psyche
can hardly be considered as “deterministic”, and
completely “stochastic” (although the probabilistic
factor, of course, will be present). In this case, to
such systems, incl. models of competencies, com-
munications, knowledge, etc. built by the authors. in
relation to project activity, it is possible to approach
rather as to “Self-organizing systems”.

Also important is such an extensive remark,
given in the [13]: “With the accumulation of experi-

ence in the study and transformation of systems with
similar properties, their main feature was realized —
the fundamental limitation of a formalized descrip-
tion of developing, self-organizing systems”. This
feature, the need to combine formal methods and
methods of qualitative analysis, and is the basis of
most models and methods of system analysis. When
forming such models, the usual idea of models,
which is characteristic of mathematical modeling
and applied mathematics, changes. The idea of prov-
ing the adequacy of such models also changes.

The adequacy of the model is proved, as it
were, sequentially (as it is formed) by evaluating the
correctness of the reflection in each subsequent
model of the components and relationships neces-
sary to achieve the goals. In other words, such mod-
eling becomes, as it were, a kind of mechanism for
the development of the system.

The practical implementation of such a “mech-
anism” is associated with the need to develop a lan-
guage for modeling the decision-making process.
Such a language can be based on one of the systems
modeling methods: for example, set-theoretic repre-
sentations, mathematical logic, mathematical lin-
guistics, simulation dynamic modeling, information
approach, etc. As the model develops, the methods
may change.

The representation of an object in the form of a
self-organizing system is used to solve the most
complex problems inherent in decentralized systems
with large initial uncertainty and unpredictability of
the behavior of agents of economic relations. At the
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same time, the systemic mechanism of development
(self-organization) can be implemented in the form
of an appropriate approach using various methods to
implement its stages [13].

As the most general conditions necessary for
the self-organization processes to begin in the sys-
tem, the following are:

— least one of the above with the environment);

— it must be far from the point of thermodynam-
ic equilibrium, since at the point of thermodynamic
equilibrium, it is in a state of maximum disorganiza-
tion and is incapable of organization;

— it is necessary that fluctuations arise and in-
tensify in the system, which undermine the old order
in it and can lead to a new order;

— the emergence of self-organization is based
on positive feedback (changes caused by the envi-
ronment in the system are accumulated and ampli-
fied by the system itself);

— self-organization can begin only in a system
that has a sufficient (critical) number of interacting
elements;

— self-organization processes are accompanied
by a violation of time symmetry (irreversibility of
time) during the transition from one structure to an-
other.

The factors noted above can also be considered
as a kind of “checklist” to determine the “interest” in
the consideration (and modeling) of certain systems
in terms of predicting the behavior of such systems
in the future (including projects of organizational
changes, etc.), as well as to take into account item 2,
the neglect of which from this point of view fully
explains the failure of a huge number of "anti-crisis"
projects.

For example, consider the ICB 4.0, for which
we calculate the “amount of information”, based on
[14, 15]. The amount of information provided by
any source or transmitted in a given time through
any channel is measured by the logarithm of the total
number (n) of different possible equally probable
information that could be presented by a given
source or transmitted in a given time.

In this case, the information binary entropy, in
the absence of information loss, is calculated using
the well-known Hartley formula: i = log:N, where
N is the power of the alphabet; i is the amount of
information in each symbol of the message.

The logarithmic measure is taken based on the
conditions for ensuring proportionality between the
amount of information that can be transmitted over
any period of time and the value of this segment and
between the amount of information that can be
stored in any system and the number of physical el-
ements (for example, relays) needed to build this
system. The choice of the base of the logarithms is
determined by the choice of the unit of measure for
the amount of information. With a base equal to two,
the simplest, elementary message about the result of
choosing one of two equiprobable possibilities yes»
or «nox» is taken as a unit of the amount of infor-
mation. To designate this unit of quantity infor-
mation, a special name “bid” was introduced (from
the initial letters of the term “binary digit”).

On the other hand, in general terms, it can look
like

I = logan. (14)

The simplest particular case of determining the
amount of information is the case when the individ-
ual possible variants of the message have the same
probability. Accordingly, for the models under con-
sideration, the following values can be taken
(Table 2).

Such a comparison will be an interesting addi-
tion to the usual formats of comparative analyzes
between existing knowledge systems in project
management [16].

As noted in [17], in the general case, individual
data variants have different probabilities, and the
amount of information in messages depends on the
distribution of these probabilities.

The mathematical definition of the concept of
the amount of information is obtained as follows. In
probability theory, a complete system of events is
such a group of events Ai, Az ..., Ay, in which one
and only one of these events necessarily occurs dur-
ing each test. The final scheme is the complete sys-
tem of events 41, 4s,..., An, given together with their
probabilities: P1, Po, ..., Pn.

Any finite scheme is characterized by some uncer-
tainty, that is, only the probabilities of possible events are
known, but which event will actually occur is uncertain. It
is this logic that is used in the simulation models of tran-
sient processes built by the author based on the analysis of
the structure of possible connections between the ele-
ments of the studied competency models.

Table 2. The amount of information that can be transferred from the elements of the ICB
competency models IPMA

ICB IPMA version Quantity elements competencies Quantity information, bit
ICB1.0 n/a n/a
ICB 2.0 60 5.907
ICB 3.0 46 5.524
ICB 4.0 28 (29) 4.807 (4.858)

Source: compiled by the authors
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Information theory introduces the following
characteristic to assess the degree of uncertainty of
any finite pattern of events:

H(P1, P>..., Pn)=- > nP*logPy, (15)

where — the logarithms can be taken for an arbitrary
but always the same base, and where for
Pro= Pi*logPx =0 is assumed.

The quantity H is called the entropy of a given
finite scheme of events [15, 16]. It has the following
properties:

1. The quantity H(P1, Py,..., Py) is continuous
with respect to Px.

2. The value H(P1, P>, ..., Pn) = 0 if one of the
numbers Pi, P, ..., Py is equal to 1, and the rest are
equal to O, that is, the entropy is equal to O when
there is no — or uncertainty in the final scheme.

3. The value of H(P, P, ..., Pn) has a maximum
value when all Py are equal to each other, that is,
when the final scheme has the greatest uncertainty.

Entropy has the property of additivity, i.e. the
entropy of two independent finite circuits is equal to
the sum of the entropies of these finite circuits.

Thus, it can be seen that the chosen entropy ex-
pression quite conveniently and fully characterizes
the degree of uncertainty of one or another final
scheme of events.

In information theory, it is proved that the only
form that satisfies the three specified properties is
the accepted form for expressing entropy

H=- an.1Pk*IogaPk (16)

Data on the results of the test, the possible out-
comes of which were determined by the given final
scheme, are some information that removes the un-
certainty that existed before the test. Moreover, the
greater the uncertainty of the final scheme, the more
information we receive as a result of testing and re-
moving this uncertainty. Since the characteristic of
the degree of uncertainty of any finite scheme is the
entropy of this finite scheme, it is advisable to
measure the amount of information given by the test
by the same value.

The specified moment is very important in
terms of understanding the importance of “infor-
mation stream” which generate design activity and
ability of the “center of acceptance of solutions” let
him pass through himself. How the more difficult
the project, the more essential to his success is crea-
tion of relevant systems capable of modern such
flow information “digest” (compared to projects
“limited difficulties”).

Thus, in the general case, the amount of infor-
mation of any system that has different probabilities
of possible outcomes is determined by the entropy of
the final scheme that characterizes the behavior of
this system. Since the simplest and unified type of
information, namely, the message about the result of
a choice between two equally probable options, is
taken as a unit of the amount of information, the
base of the logarithms in the expression for entropy
is taken equal to two.

Based on this conclusion from the point of view
of information theory, the entropy of the “final
scheme” characterizing the project management sys-
tem should determine a certain “threshold value” of
information that such a system is able to perceive
and make appropriate management decisions. If the
amount of information of the “project” conflicts with
the ““capacity” of the control system, this indicates
the risk of project failure if such a control system is
chosen.

Information theory provides a very general
method for assessing the quality of information, its
reliability. Any information is considered as the re-
sult of the impact of two processes: a regular process
designed to transmit the required information, and a
random process caused by interference. Information
theory studies the relationship between quantity and
quality of information; explores methods for con-
verting information in order to ensure maximum ef-
ficiency of various information processing systems
and to find out the optimal principles for construct-
ing such systems.

CONCLUSIONS

To ensure maximum reliability of systems ac-
ceptance solutions in project management, of course,
we would have to deal with the most predictable
conditions implementation project while confidence
in correctness developed at the initial stage of pro-
ject plans like this is suggesting classic “waterfall”
approach. At the same time logical assume that as
you move along the implementation project uncer-
tainty also must decrease, simply because part of
events, where such uncertainty was present, are al-
ready in the past. Ideally, according to definitions
proposed by K. Shannon, uncertainties should not
be, respectively, there is no information in it under-
standing. Information is the loss of uncertainty,
which can be measured by counting the number of
possible messages. If only one message is possible,
there is no uncertainty. There is no information either.

If information appears, it means that something
went wrong in the project as planned. After all, if
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everything goes according to plan, there is nothing
unexpected, as K. Shannon interprets it.

Information is a measure of surprise. If the let-
ter t is followed by an h, then not much information
is transmitted, because the probability of an h ap-
pearing after t is high.

And finally, the most interesting interpretation
of the information given by K. Shannon: “Infor-
mation is entropy. It was the strangest and most
powerful definition of all. For a physicist, entropy is
a measure of the uncertainty of the state of a physi-
cal system — one of those states in which a system
can be. For an information theorist, entropy is a
measure of the uncertainty of a message — one mes-
sage that might appear. This is not just a coinci-
dence: nature gives the same answers to the same
questions”. Continuing this logic, for a project man-
ager, entropy is a measure of risk in a project.

K. Shannon first used the phrase “information
theory”. Several definitions could be given, and all of
them seemed paradoxical at first glance. Information
is uncertainty, surprise, difficulty and entropy.

It is worth noting an important point — to calcu-
late the “design entropy”, as we have already seen in
the example above, it is necessary to determine the
values of the matrix of transition probabilities,
which can be done in various ways. The simplest is
to use the Laplace logic, when all non-zero probabil-
ities in the primary matrix are assigned equal numer-

ical values 1/n based on the total number of first-
order «working connections» (direct influences). On
the other hand, it is possible to estimate in another
way — taking into account the emergence of influ-
ences by “influence through influence” — estimating
for each step n the total number of connections, both
“direct” and indirect (for each element, taking into
account the “accumulation” of connections through
n-1n-2,.. n—m; where m, n belong to Z >0,
m < n of the directed graph for the system under
consideration — the competency model). Thus, a se-
ries of values of the “project entropy” parameter for
1,2,...,n,.., ksteps will also be obtained , and start-
ing from a certain step k, one should expect the sta-
bilization of the value of this parameter.

Carrying out this kind of analysis gives a systemic
understanding of the informational nature of such
knowledge systems in general. And the chosen object
of study — the ICB 4.0 IPMA model has the property of
“triple interdependence” — as a system consisting of
three blocks, which consist of a total of 28 different
elements (29 for programs and project portfolios).
Such an interpretation and evaluation of any approach
(through the “information entropy” parameter) will
allow one to be more critical of the recommendations,
despite the degree of authority of the organization or
the team of authors proposing new standards and doc-
uments.
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AHOTALIS

ITpoGneMu ynpaBiiHHS CKJIQIHUMH CHCTEMaMH NPOEKTHOTO YIPABIiHHS ITOB'3aHi 3 BEJIMKOIO KUTBKICTIO MapaMeTpiB, 110 Xa-
paKkTepu3yIOTh iXHil cTaH. BifbIIiCTh Cy4acCHUX METOAMK MPOTHO3YBAaHHS MPOEKTHOI JisNTbHOCTI 6a3yeThcsi HA BUKOPUCTaHHI CTaTH-
CTUYHOTO MOJICTIOBAHHSI OKPEMHUX IPOIECIB Ta IHCTPYMEHTIB, HANPHKIA, KaJeHAApHOTO UIaHy PoOIT, [0 BUMarae sik o0IpyHTY-
BaHHS MPUHHATHX 3aKOHIB PO3MOILTY BHIAIKOBHX TPHBAIOCTEH pOOIT, Tak i IUIAHYBaHHS MEBHOI OpraHi3alliifHO-TEXHOJOTIYHOL
MIOCJTiIOBHOCTI BUKOHAHHS po0iT. 30ip Ta 00poOKa JaHHX MPO BCi MapaMeTpH € CKIIAJHOIO Ta JOPOTOI0 MPOLEAYPoro, a MOBHE 00Tpy-
HTYBaHHS BCIX XapaKTEPUCTUK IPOEKTY MOKe NMPHU3BECTH JI0 iHPOpMAIiifHOI CKJIaHOCTI aHaNi30BaHO1 cucteMr. OJHAK BiAMOBHUTH-
sl BiJ IIbOTO HEMOXJIMBO 4epe3 HEeOOXiJHICTh OTPUMaHHS aKTyalbHUX Ta JOCTOBIPHHX JAHUX JUIS NPHHHATTS Ta peajizalii ynpas-
JHCBKHX pillleHb. TakuM YMHOM, HEOOXiJHO IIYKaTH CIIOCOOM Ta IUISIXH CKOPOYEHHS YUCIIa KOHTPOJIBOBAaHUX MAapaMeTpiB, CTBOPIO-
BaTH AITOPUTMH, LIO JTO03BOJIIIOTH MPOTHO3YBATH HAsBHICTh HEOaXKaHUX MPOLECIB Y KOHTPOIBOBAHIN CHCTEMi, BAPOOUTH PEKOMEH-
Janii Juis IeTaNbHILIOr0 aHali3y OKPEeMHX MiACHCTEM IPOSKTHOTO yrpaBiiHHs. [y mogonanHs iHdopMariifHOT CKIagHOCTI MPOTHO-
3HUX MOJIEJNCH MPOMOHYETHCSI BAKOPUCTOBYBATH (DEHOMEHOJIOTIYHUH MiAXi, SIKMH MOB'sI3aHUI 3 BU3HAUYEHHSIM SHTPOMII, 110 103BO-
JIsi€ BHKOPUCTOBYBATH MiHIMYM iH(opMarii mpo MIaHOBY Ta aKTyalli30BaHy TeUito MPOEKTy. [IOHATTS eHTpOMii € OHUM i3 KIFOUOBHUX
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MOHSTH TEPMOAMHAMIKH Ta Teopii iHdopMallii, a TAKOK 3HAXOIUTH CBOE 3aCTOCYBAHHS B PAi IHIIMX HAYK, IPEAMETOM JOCIHIIKECHHS
Ta BUBYEHHS SKUX € CKJIQJHI CTOXaCTHYHI CHCTeMH. MOXKIMBOCTI BUKOPUCTaHHS €HTPOIIT Ta €HTPOIIHOTO MOAEIOBAHHS CHOTOIHI
AKTHBHO IOCII/DKYIOTBCS B TEOpii yNpaBIiHHS MPOEKTaMH. ¥ poOOTi PO3MISTHYTO SHTPOIIMHUH MiAXin X0 MOJIEIIOBAHHS CHCTEM
IIPOEKTHOTO YIPABIiHHS, B SKOMY Ha OCHOBI MaTeMaTHYHUX INPOIEAYp, IO BUILIMBAIOTH 3 Teopii iHpopmanii Illennona, K. ctBo-
proroTecs iH(popManiitHi peHoMeHooriuHI Moaemi. Sk mpukian posrisiaaeTses crangapt [IPMA ICB 4.0. Po3po6ieni iHcTpymMeHTH
CTBOPIOIOTH MEPEAyMOBH Ul €(EKTHBHOIO BUKOPHCTAaHHS EHTPOMIMHOTO MiAXOAy A0 OIIHKH CKIaJHUX E€KOHOMIKO-COLialbHUX
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