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ABSTRACT

In many digital image-processing applications, which are implemented in field programmable gate arrays, the currently
processed image's frames are stored in external dynamic memory. The performance of such an application depends on the dynamic
memory speed and the necessary requests quantity during algorithm’s runtime. This performance is being optimized through field
programmable gate arrays - implemented buffer memory usage. But there is no common method for the formal buffer memory
synthesis with preset throughput, input and output data sequence order and minimized hardware costs. In this article, the features of
image input and processing based on Field Programmable Gate Array are considered. The methods of building buffer circuits in field
programmable gate arrays, due to which the intensity of data exchanges with external memory is reduced, are analyzed. The method
of synthesizing pipeline circuits with specified performance characteristics and the data sequence order is given, which is based on
the mapping of the spatial synchronous data flows into the structure implemented in the field programmable gate arrays. A method of
designing buffer schemes is proposed, which is based on the mapping of spatial synchronous data flows into local memory in the
form of chains of pipeline registers. The method helps to organize the data flow of at the input of built-in pipeline units of image
processing, in which the data follow in a given order, and to minimize the amount of buffer memory. The method ensures the use of
dynamically adjustable register delays built into the field programmable gate arrays, which increases the efficiency of buffering. This
method was tested during the development of an intelligent video camera. The embedded hardware implements a video image
compression algorithm with a wide dynamic range according to the Retinex algorithm. The same time it selects characteristic points
in the image for the further pattern recognition. At the same time, multiple decimation of the frame is performed. Due to the multirate
buffering of the image in the field programmable gate arrays, it was possible to avoid using of external dynamic memory.
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INTRODUCTION perform the image collection, processing and
Advances in FPGA (Field Programmable Gate intelligent cameras [4]. They have embedded FPGAs

Array) technology have made them a platform for '_[elecorr_lmunications [5]. _Since securit;_/ de”“?‘”ds are
implementing various computer vision algorithms ~ Icreasing, the processing complexity will only
[1], [2. The majority of the algorithms are increase. Also the real time image processing
impossible to be operated in real time on the algorithms, such as those used in high-speed vehicle

general-purpose  processors and the graphics control [6] require the hardware with high
accelerators application is too expensive for it. bandwidth and low latency. That demands are also

Therefore, these algorithms are best suited for Satisfied with the use of FPGA. Therefore, a deep

hardware implementation [3]. For example, there is ~ neural network, applied in FPGA, is able of data
a significant volume increase of security cameras-  Video stream processing with latency of 31,85ms [7].

generated data happened. In many systems with a The last generation FPGAs represent an
limited communication throughput exists a need in  attractive  alternative  for image  processing
remoted image processing in  which acceleration, as FPGAs contain ARM processors and
programmable logic for computationally intensive
© Sergiyenko A., Romankevich V., operations acceleration. However, transferred twice
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FPGA have no more than ten MB of built-in
memory. Because of these limited capabilities of on-
board memory, the external DDR-RAM is used for
image frames [8]. This leads to high memory
accessing intensively, which has potentially high
latency, and, as a result, to performance
deterioration or high hardware costs due to the
access paralleling to multiple memory chips and the
power consumption increase, because DDR is highly
energy consuming. This prevents the FPGA
application, especially in large frames processing
with algorithms, which have intensive
communication with memory.

As shown in the above examples, for image
processing tasks it is common to process video
streams at high clock rates and preferably with
minimized latency. For this purpose, on the one
hand, in FPGA should be used pipeline equipment
that is able to work with the input flows of image
pixels, and on the other hand, the buffering of
intermediate images cannot be excessive. Such a
hardware architecture can start image processing in
the very moment when the required pixels set is
accumulated and keep processing in a pipelined
manner, providing both high throughput and low
latency.

In this article examines the organization of
memory access during pipeline image processing in
order to minimize the use of external FPGA
resources, which is a prerequisite for minimizing the
latent delay. The approach to the buffer memory
organization in FPGA is proposed, which ensures
the data flows in the required order between
hardware functional units that are configured in
FPGA. This approach, of course, does not exclude
the external memory access, but it is applicable to
any kind of internal memory in FPGA.

LITERATURE REVIEW

Image processing algorithms, as usual, consist
of several sequentially performed functions. Each of
these functions reads the required pixels quantity
from the image frame's memory unit, processes them
and records the result pixel into another area of this
memory or the other memory block. Since the image
frame occupies relatively large volume, the
hierarchical memory is used in image processing
systems on FPGA. The bottom level of this memory
consists of pipeline registers, middle level — buffer
memory blocks sized of a few kilobytes and the
external memory (DRAM) forms the top level.

The internal FPGA memory has low access
latency, but its capacity is relatively low. In contrast,
the external memory has higher capacity, but higher

latency and lower throughput. In addition, accessing
DRAM consumes significantly more power than
accessing FPGA memory.

Thus in the field of image processing FPGA
architecture it is essential topic — finding — the
balance between built-in  buffer and system
performance.

For flow architecture, it is accepted that the
FPGA receives image pixels, row by row, in the
order as they are captured by image sensor. On-chip
buffers in FPGA are used to store multiple frame
lines to access a specific window or aperture, which
is being processed. Yet the most widely used and
comprehensible  paradigm remains that the
processing algorithm reads data from any place in
the frame, processes it and writes the results back to
the frames memory. For this purpose, a high
throughput external memory is required and also
buffer memory blocks with a volume-optimized
design.

The simplest approach to increase memory
throughput — is to have a few parallel memory
blocks. Similarly, it is possible to implement a
memory with an extra-large data word length that
stores several adjacent pixels. But in these cases,
besides of several external memory chips, it is
necessary to have many separate FPGA pins for
addresses and data output, which is often
unacceptable.

This problem can be solved by organizing
several cache memory blocks in the FPGA. By
dividing the address space into multiple banks, for
example using one memory bank for odd addresses
and one for even addresses, adjacent addresses can
be accessed simultaneously. For instance, four banks
can be used to access four pixels in the area 2X2.
Furthermore, to effectively access pixels in aperture
the address may be encoded in the manner that is
proposed in [9].

In pipelined random access data processing, one
process can write results to one memory bank, and
another can read data from the second bank. When
the processing of the next frame is completed, the
banks switch roles. At the same time, a third
memory bank is used for better synchronization
[10]. Still, such switching of banks adds one
excessive period to the latency of the algorithm and
has the consequence of increasing the hardware
costs of the system and the use of more FPGA
contacts.

A more practical approach is running the
memory at a higher clock frequency than the rest of
the system. Double Data Rate (DDR) memory is one
example of memory that allows data to be per clock.
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Normally modern high-capacity FPGAs has
dedicated pins and a built-in access controller for
external dynamic DDR memory of the latest
generations [11]. At the same time, the project
simulates multiport memory due to access time slots.
In addition, blocks of buffer memory are required
for writing and reading, since dynamic memory has
high throughput only when transferring data rows
from neighboring cells. Unfortunately, in many
projects, DDR memory is also crucial for supporting
the operating system of the processor embedded in
the FPGA, and therefore the bandwidth of this
memory drops during processing images.

If the data follows sequentially, then it is worth
using buffers of type first in — first out (FIFO) type,
the cells which store blocks of data, and the pixels at
the output are selected at the local address [12]. One
common form of intermediate data storage is row
buffering. Consider the calculation of a function
from nine pixel values in the aperture. According to
the algorithm, nine pixels have to be read from the
frame memory for each aperture position in each
clock interval, and each pixel have to be read nine
times as the aperture scans the image. Pixels that are
next to each other horizontally are required in
consecutive system clocks, so can be buffered and
held in registers. This reduces the number of
readings to three pixels per clock. The row buffer
stores the pixel values of previous rows to avoid re-
reading the pixel values (Fig. 1).

Each line buffer actually delays pixel input by
one line. An obvious implementation of such a
digital delay is the use of an N-stage shift register,
where N is the width of the image. The RAM block
(BlockRAM) in the FPGA can be configured as a
FIFO buffer according to the circular buffer scheme.
In addition, several parallel line buffers can be
implemented as one buffer, but with a larger data bit
rate [13].

Buffers of different lengths should be designed
for different image sizes. In work [14], it is proposed

to use a universal buffer that can be adjusted to the
size of the frame and aperture with the possibility of
dynamic reconfiguration. A similar buffer is
described in [15], which is additionally capable of
transposing the position of pixels in the window, as
well as performing image correction at its edges.

Works [16, 17] presented general methods of
designing a flow structure for image processing with
an aperture as in the example in Fig. 1. At the same
time, the functions that are sequentially performed in
the algorithm are displayed in the corresponding
processing blocks, which are separated from each
other by buffer blocks that store several adjacent
lines. The interconnections between processing
blocks and buffer blocks are buses that correspond
to the arcs of the data flow graph (DFG) of the
algorithm.

It should be noted that such a scheme executes
the algorithm specified on the network of Kahn
processes [18]. In such a model, the algorithm is
divided into several functions, data between which is
transferred through data flows implemented as
FIFO. Due to this, the intermediate data is reused
many times without referring to the external
memory. This organization of calculations is also
recommended when programming graphic functions
of the OpenCL library in FPGAs [19]. Yet it is
worth noting that the network of Kahn processes is
not protected from blocking.

Therefore, the problems are the following:

1. Optimization of data exchange between
FPGA computing resources and external memory by
improving the design of the corresponding buffer
memory.

2. The designed buffer memory blocks should
have a balance between cost and efficiency,
optimized in size according to the size of the image
being processed.

3. Such memory blocks must be made in the
form of a cyclic FIFO buffer.

Window
|—> Row buffer2 R > R R
|—> Row bufferl » R > o P o A
Input
P - > R » R » R
v VY vV VY Yy VY Output
Filter function —>

Fig.1. A typical image frame processing scheme
Source: compiled by the authors
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THE PURPOSE OF THE ARTICLE

When processing images, the best strategy is to
perform data calculations that are stored as much as
possible in buffer memory blocks inside the FPGA.
At the same time, processing is carried out in
pipelined processing blocks, and buffer memory
blocks are FIFO buffers. But the question of how
best to organize data input and transfer of
intermediate results between pipeline processing
units remains open. In addition, the task of
organizing calculations when the period of data
tracking does not coincide with the period of the
clock signal, although it is a multiple of it, has not
been solved. FPGAs manufactured by Xilinx have
the ability to organize FIFO buffers on the basis of
logical tables (look-up tables), which have dynamic
depth reconfiguration. These are SRL16 elements.
But there is no method how they can be effectively
applied for image processing. These questions are
answered in the next section.

Therefore, the aim of the research is the
following:

To propose a method for designing built-in
buffer memory blocks for FPGAs, suitable for
working with pipeline processing blocks, including
clock-asynchronous calculations.

MATERIALS AND RESEARCH METHODS

The used methods

In the study of data buffering algorithms and
their mapping to hardware, the method of mapping
of the spatial synchronous data flows (SDF) was
used [1]. The method considers periodic algorithms
in which the data for processing follows with a
period of P clocks, which also includes image-
processing algorithms. Such an algorithm is
presented as a spatial SDF in space with coordinates
of the type of operation, the place of its execution,
and the moment of its execution. The graph of the
resulting calculator, which executes the algorithm in
the pipeline mode with a period of P clocks, is
obtained by mapping the spatial SPD into the
subspace of structures, and the schedule of execution
of operators into the time subspace.

Experimentation and prototyping

The resulting conveyor device was described in
the VHDL language directly according to the spatial
SDF. The device was modeled to check the
correctness of the algorithm execution in the VHDL
simulator. For the final test of the device's
functionality, its description was compiled in the
Lattice FPGA CAD and the resulting firmware was
loaded into the ECP3-70 FPGA, which is located on

the Lattice HDR-60 board, which is equipped with a
video sensor.

METHODS OF SYNTHESIS OF BUFFER
SCHEMES BASED ON SPATIAL SPD FOR
DATA FLOW PROCESSING

The method of synthesis of pipeline schemes
for data flow processing

The general approach to the development of a
functional scheme at the level of register transfers is
as follows: a set of resources (adders, multiplication
blocks, registers, etc.) is selected, a schedule of
algorithm operations is drawn up, and operations are
assigned to resources. For this, they find a set of
necessary registers and a resource-switching
network. This approach is also used to design a
circuit with FIFO buffers. At the same time, the
chains of registers built in the scheme are replaced
by appropriate FIFOs, such as SRL16. However, the
chains of registers in such a scheme appear
randomly and therefore, there are significantly fewer
of them than possible, and thus, the registers in the
scheme are used inefficiently. Additionally, the
delay property of the SRL16 elements, which
changes dynamically, is not used.

In [20], a method of designing pipeline
computers is proposed by displaying a mapping of
spatial data flows (SDF), which is represented in the
resource-time space in the form of a spatial SDF. The
method makes it possible to simultaneously make a
schedule, minimize the number of processor elements
(PEs), and search for an effective system of
connections between this PEs. Here, PE means an
elementary calculator with or without memory, for
example, an adder, a multiplexer with a register, a
FIFO, etc.

At the first stage of the synthesis according to
the indicated method of the vertex-operator of the
homogeneous spatial SDF together with arcs are
located in three-dimensional space as sets of vectors
Ki and D;j 3 taking into account the conditions given
in [21]. At the same time, the coordinates of the
vector Ki = (s,g,t)" mean the number s of PE, where
the operator is executed, type g of PE and frequency
component t, which is equal to the clock number in
the algorithm execution period. Vectors K; with
equal time component form one layer and therefore
are performed simultaneously. Time component
T(Dj) of vector Dj=K;-K; equals to the delay
between operators’ execution, vertex vectors K;, K|
of that are adjacent.

Minimization of the number of PEs is carried
out by fulfilling the requirements |Ksq/—L, i.e., the
number of vertices displayed in the s-th PE goes to
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L, where L is the period of execution of the
algorithm, clocks.

At the second stage, the spatial SDF is being
balanced, which consists in adding delay vertices to
the arcs of the graph until the time components of all
vectors Dj are equal to 0 or 1. After that, the spatial
SDF is optimized by mutual permutations of
vectors-vertices from one layer in order to minimize
the number of registers and the number of
multiplexer inputs in the resulting structure and/or
using other strategies, for example,
resynchronization  [20] or wusing  genetic
programming [21]. Also, the number of registers is
minimized by gluing delay vertices from the same
tier that store the same operand.

At the third stage, the obtained optimized
spatial SDF is displayed in the graph of the
computer structure by gluing vertices vectors with
the same coordinates s,g.

Spatial is transformed into the schedule of
execution of operators, using the property that the
time component of vector Ki is equal to the moment
of execution of the operator, regardless of the
number of the execution period. At the same time,
you can avoid building the structure and schedule if
you immediately describe the computer circuit in the
VHDL language [22].

This method is formalized, gives correct
structural solutions that execute the algorithm with a
given period in pipeline mode. Therefore, it makes
sense to create a methodology for the development
of FIFO register buffer devices based on this
method.

The method of synthesis of buffer circuits for
processing one-dimensional data flows

In local image processing, two-dimensional
signal, as usual, transforms into single-dimensional.
So let us consider the case of buffer schematic
synthesis  for  single-dimensional data flow
processing.

Consider some SDF subgraph, which executes
in a register buffer. This subgraph performs operand
X transmission from the source Kiy to the recipients
Kj1, Kin via edges Dj1 = Kj1 - Ki1, Din = Kiz - Kig, and an
operand y from the source K, to the recipients Kj,
Kz via edges Dj2= sz N Kiz, Dp= Kp - Kiz,
respectively (Fig. 2a). In order to the graph executes
in the register buffer, no less than all its input
vertices must have the same spatial coordinate’s p.

On algorithm execution in the register, buffer
operands x and y in each clock are sent to the next
register buffer. It is equivalent to that in balanced
SDF these operands are transmitted in each clock to
the next graph layer and to the next delay vertices
row, which is being mapped to a register buffer. In
the other words, the adjacent delay vertices chains
Kp: while the R(Kp;) coordinates grow steadily and
are placing across parallel straight lines, which are
placed with the same inclination to the ot axis. When
the sequences of the delay vertices R(Dj1), R(Dn),
R(Dj2), R(Di2) are passed, the operands x and y are
put on the corresponding subgraph vertices (Fig. 2b).
The result register buffer schematic is shown on the
Fig.2c.

o t 0 t
X, X,
Ki1 Kiz y y I____)/_
" [ Ro |
s [ Ry |
i Y i
yi \ MU
oy
C d
Fig.2. SDF subgraph mapping into a register buffer:
a — SDF before balancing; b — balanced SDF; ¢ —graph in fig b mapped into a schematic;
d — equivalent schematic mapped to register delays as in SRL16
Source: compiled by the authors
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The resulting buffer has a single output,
therefore, an additional restriction is imposed on the
subgraph of the SDF — no more than one arc leading
to the output vertex should come from the delay
vertices that belong to the same layer and are
displayed in the buffer. Under this condition, the
output multiplexer of the buffer will connect to only
one register of this buffer at a time. Otherwise, the
buffer must have more than one output or output
multiplexer, as shown by the dotted line in Fig. 2c.

The SRL16 element has the additional clock
signal accept input, controlling which enables
holding up the operands propagation in buffer’s
registers. With the use of this input it is possible to
spare some registers if the R(D;) number is larger
than the quantity of the registers in such a module.
Fig.3 shows the example of the SDF transform of
the one from Fig. 2b in order to make an additional
delay of the operands, which are received in the
vertices Ky, K, for a clock. Such a delay
corresponds to the vectors Dj, which are placed in
parallel to the ot axis.

The design method of pipeline calculators with
register buffers looks like this: Initial data — SDF,
execution period of algorithm L and other
optimization parameters. The method is performed
in the same way as described in [21], with the
exceptions described below.

At the first stage of synthesis, it is necessary to
select subgraphs of the SDF corresponding to the
transfer of operands between computer resources
with time delays and/or shuffling of operands, which
are supposed to be mapped into separate register
buffers.

On the second step, it is required to balance the
dependencies edges using the intermediate delay
vertices. The number of intermediate delay vertices
for all arcs is reduced if possible.

Place the delay vertices on parallel straight lines
that are at an angle to the time axis or parallel to this
axis in such a way that adjacent delay vertices differ
in time coordinate by one clock. Fulfill the
requirements for the correct placement of vertices,
including the requirement to implement a buffer
with one input and one output. If it is not possible to
obtain a buffer with one output, the chain of delay
vertices is split so that they are mapped into
additional buffers (see. Fig. 2d).

Map the dependencies edges, together with
respective delay vertices, which are incident to the
vertices-receivers, into registers buffers. When
compiling the computer control algorithm, if only
arcs are displayed in the buffer that are at an angle to
the time axis, then operands are written to the buffer

registers in each cycle, and if there are arcs parallel
to this axis, then writing to these registers is
prohibited in the corresponding cycles (Fig. 3).

t
Kiz

Kiz

Fig.3. Spatial SDF, which corresponds to SRL16

module with the accept input
Source: compiled by the authors

Kt

In any case, the number of registers in the
buffer can be minimized by applying the left edge
scheduling optimizing algorithm [23]. Still, in such a
case the hardware expenses for additional
multiplexors increase significantly.

On the third step the computing device is
described in VHDL or Verilog language and is
compiled into a FPGA configuration which contains
FIFO buffers on SRL16 elements, that correspond
the dedicated SDF subgraphs.

Consider the example of designing a data-
shuffling buffer according to the z-shaped traversal
rule, which is used in image encoders according to
the H264 standard [24]. If 16 input data signals
arrive on the input of such a buffer in a natural
sequential order, they are brought to the output
according to  the  following sequence:
0,1,4,85,2,3,6,9,12,13,10,7,11,14,15. Usually such a
buffer is built based on two-port rapid access
memory, which leads to irrational resources usage
and high latency between receiving input data and
results output.

A balanced spatial SDF of the functioning
algorithm of such a buffer, which is prepared
according to the developed method is displayed on
the Fig. 4. Here with small circles the input and
output vertices are represented, while the big circles
— are one-clock delay vertices. According to the
spatial SDF method, all the delay vertices, which are
situated on the same horizontal line, map into a
single pipeline register. The description of such a
buffer in VHDL code is given below.
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Fig. 4. Balanced spatial SDF of a shuffle buffer
Source: compiled by the authors
entity BUFZ4x4 is
port(CLK : in STD_LOGIC;
START :in STD_LOGIC; --start of data
DI : in STD_LOGIC_VECTOR(11 downto 0);
--input data
DO : out STD_LOGIC_VECTOR(11 downto
0) ); --output data
end BUFZ4x4;
architecture BUFSRL16 of BUFZ4x4 is
type TARRAY16 is array (0 to 15) of
bit_vector(11 downto 0);
type TN is array(0 to 15) of natural range 0 to
10;
signal srl16: TARRAY16;
- register array of SRL16
constant ntable
:TN:=(5,5,3,0,4,8,8,6,4,2,2,6,10,7,5,5); -- reg

outputs of SRL16

signal regnumber, addr:natural range 0 to 15;
begin

FSM:process(CLK,RST) begin  -- period
counter

if CLK'event and CLK="1" then
if START="1' then addr<=0; else
addr<=(addr+1) mod 16; end if;
end if;
end process;
regnumber <=ntable(addr);
--mapping clock number to reg output of SRL16
SRL16 BUF:process(CLK) begin
--SRL16 description
if CLK'event and CLK="1' then
srl16<=DI & srl16(0 to 14);
-- FIFO shift
end if;
end process;
DO<= srl16(regnumber); -- output of the
shuffled datum from the register SRL16
end BUFSRL16;

SEENRER RS REN

The resulting buffer when configured in the
Xilinx Virtex-7 FPGA has minimal hardware costs —
19 LUTs, of which 12 LUTs are SRL16 elements.
This buffer can be used at a clock frequency of up to
900 MHz. Such results show the effectiveness of the
developed method.

The method of synthesis of buffer circuits for
processing two-dimensional data streams

A two-dimensional array representing an image
frame is stored in external DRAM and sent to the
FPGA for processing pixel by pixel according to the
frame scan law or some other rule. This data flow
must be temporarily stored in an internal buffer,
from which the data belonging to a certain aperture
is read (Fig. 1).

According to the spatial SDF method, the
position of a pixel in a DDR can be encoded by a
vector

Ki = (1, S2i, G, 1),

where s1, s; are coordinates of the pixel in the frame
in the row and column, respectively; q is the type of
storage device; t is the moment in time under
consideration.

When transferring a frame to the FPGA buffer
memory, its pixels are displayed in the data flow
elements

Ki'=(s,q’ 1),
where s — is the number of line when transmitting
several pixels at the simultaneously.

According to the systolic processors designing
theory [25] and the parallel processor structures
synthesis method [26], such a mapping Ki’= R(Kj),
must be injective, linear and monotonous. Here,
injectivity means that no two pixels can be stored in
the same memory cell or transmitted over the
communication line at the same time. Linear and
monotonic mapping preserves the dependence of
pixel precedence.

If frame transmission is used according to the
law of line scanning when data is transmitted
through one line, and the time is counted in clocks,
then the display function is as following:

R(Sli ! SZi ! q’t)T = (0, q " Nsli + SZi +t)T ' (1)

where N is frame’s width.

The data buffer makes it possible to obtain from
the signal K’ the currently processed pixels with the
coordinates K;”, which belong to the aperture
(Fig. 1). Thus, the buffer functioning algorithm is
described with the set of vector-edges

D, =K, -K;. (2)
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The sets of vectors Kj’, K;j” and Dj form the
spatial SDF. According to this SDF the buffer
schematic is synthesized just as is described in the
previous section.

Consider an example of designing a buffer for
filtering with a filter with an aperture of 3x3. Let the
image frame have dimensions of 5x8, thereby, N=8
and contains of pixels x;; (see Fig. 5). The pixels of
the frame are being read by rows and they are used
to form the data flow x«=Xij, where k=Ni+ j].
Vertex vectors Ky’ correspond to flow elements.
Operator vertex K” collect the data from nine pixels
and therefore it is connected via vectors-edges
D= Kk’ — K with the flow vertices, which mark the
aperture’s pixels.

Balanced spatial SDF of the buffer functioning
algorithm, which is prepared with the method, is
presented on Fig.6. Here the delay vertices, which
are mapped into two rows buffers, highlighted by
rectangles. The rest of the delay vertices are mapped
into the respective pipeline registers. The resulting
structure is matching the structure shown in Fig.1. If
necessary, the N = 8 parameter can be replaced with
any number, as well as the aperture size.

Therefore, the proposed method allows
formalized construction of buffer circuits for image
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processing. In this example, the processing block
executing the function f(x(k)) receives input data in
one clock cycle. If necessary, the method can
provide data presentation in arbitrary cycles, for

example, when thinning data during image
decimation.
This method was applied during the

development of an intelligent video camera that
processes images with a wide dynamic range [27].
At the same time, the method made it possible to
abandon the use of external memory for saving
image frames, to ensure the development of image
processing pipeline blocks with an arbitrary order of
incoming data from buffer memory blocks.

Simulation and hardware implementation
results

According to the simulation results of the
method of designing buffer circuits, an experimental
sample of the technical vision system for receiving
the video stream from the HDR sensor, processing it
and outputting it to the display via the HDMI
interface is simulated. The model is implemented in
a prototype built based on the Helion-60 board of the
Helionvision company, on which the Lattice ECP-3
LFE3-70EA FPGA is installed.
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Fig. 5. Display of the frame in the spatial SDF of the buffer

Source: compiled by the authors
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Fig. 6. Balanced spatial SDF of buffer

Source: compiled by the authors

The component modules of the system and their
parameters are given in Table 1.

The DECOMP block decompresses the input
12-bit video stream to 20 bits.

The GIST block calculates the distribution of
pixels by brightness and outputs to the NORM1
block the parameters that are necessary for image
normalization. The COL_FILTR5 block performs
reverse color filtering (debayerization), i.e., restores
image colors using interpolation.

The MEDIANF_3X3 filter performs median
filtering of the image, improving the signal-to-noise
ratio. The BW block extracts the brightness
component from the video signal. The
HDR_FILTR53 block, thanks to adaptive filtering,
compresses the dynamic range of the video signal
from 18 to 8 bits for the brightness component. The
COLOR_REST block restores the colors for the
compressed image.

Table 1. Component modules of the technical vision system

Module name Purpose Q-ty Q-ty Q-ty Q-ty | Max clock | Latency
LUT | Triggers | Adders | Mem. | frequency,
blocks MHz
DECOMP HDR-video 46 60 - - 280 3
decompressor
GIST Histogram building 892 59 - - 139 N-'m
COL_FILTR5 Debayerization 279 779 4 169 2N+ 6
MEDIANF_3X3 | Median filter 9689 3906 - 6 61 N+ 3
BW Convert to black and 22 10 - - 270 1
white image
HDR_FILTR53 | HDR-compressor 8400 3313 37 4 41 2N + 16
COLOR_REST | Color restoring 156 490 3 - 28 1
NORM1 Normalization block 76 60 1 - 164 1
Source: compiled by the authors
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After compiling the technical vision system
project, the results are shown in Table 2. Analysis
of the design results of memory blocks showed
that their required number is quite small.

Table 2. Project compiling results

FPGA elements | Quantity | Available | %
Configurable 8563 33264 | 25.7
logic blocks
(CLB slices)

Triggers 5694 66528 8.6
Multiplexors 34 128 26.6
18x18

Memory blocks 56 240 23.3
1024x18

Source: compiled by the authors
CONCLUSIONS

A review of the ways in which image data
can be put into the FPGA for processing has
shown that the best data storage strategy is one
that involves storing as much of the data as

possible in the FPGA's buffer memory blocks.
Therefore, the development of methods for
organizing such buffers is demanded. The
proposed method of synthesis of blocks of buffer
memory is based on the method of mapping
spatial SDF into computing resources. At the
same time, buffer memory registers are used as
resources. The new method consists in converting
a two-dimensional representation of an image into
a one-dimensional one, constructing a spatial SDF
and describing it in a hardware description
language such as VHDL. In contrast to known
methods of designing buffer circuits, the method
makes it possible to carry out their development
in a formalized manner with the minimization of
hardware costs, directing the synthesis to obtain
buffers of the FIFO type or random access
memory or register memory, ensuring a
predetermined order of data input and output. The
level of formalization of the method makes it
possible to implement it in automated design
systems.
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AHOTAIIIS

V 6arateox 3actocyHKax s [uppoBoi oOpoOKH 300paxkeHb, sIKi peali3oBaHi y MPOrpaMOBAaHHUX JIOTIYHHX IHTErPaJbHUX
cxeMax, Kaapu 300pakeHHs, II0 OoOpOOSAIOThCs, 30epiraloThCsl y 30BHIMIHIM OuHamiuHiM mam’saTi. [IpoayKTHBHICTH Takoro
3aCTOCYHKY 3aJISKUTh BiJl INBUAKOMI TMHAMIUHOI mam’ATi Ta HEOOXiAHOI KITBKOCTI 3B€pTaHb J10 Hel MiJ 4Yac BUKOHAHHS alTrOPUTMY.
Lls mpOooyKTHBHICTh ONTHUMI3YETHCS 3aBISKHM BHKOPUCTAHHIO Oy(epHOi mam’sTi, sika peani3oBaHa y MPOTPaMOBAHUX JIOTTUHHX
IHTEeTpalIbHUX cXeMaX. AJie He iCHye 3araJbHOTO METOAY, KUl OM IaB 3Mory (OpManbHO CHHTEe3yBaTH OydepHy mam’sTh 3
3aJaHUMH TIPOITYCKHOIO 3/IaTHICTIO, TIOPSIKOM CIiTyBaHHS BXIJHUX 1 BUXIIHUX JaHUX Ta MiHIMi30BaHMMH allapaTHUMH BHTPaTaMU.
B poGoti posrmsmaroThes OCOOIMBOCTI BBOAY M 00poOKH 300pakeHb y CIEHiali30BaHHX IpoLecopax Ha 0a3i mporpaMoBaHUX
JIOTIYHUX IHTErpalbHUX CXeMaxX. AHANI3YIOThCS METOIH MOOYHOBH OydepHHX cXeM y NpOrpaMOBaHUX JIOTIYHHMX IHTErpaJbHUX
cXeMax, 3aBJSKH SIKHM 3MEHINYETHCS IHTCHCHBHICTH OOMIHIB JaHUMHU 3 30BHIIIHBOIO I1aM’STTIO. [IPHBOJUTECS METOX CHHTE3Y
KOHBEEPHUX CXeM 3 3aJlaHUMH XapaKTepPUCTHKAMU HPOAYKTHBHOCTI Ta IOPSAKOM CIiTyBaHHS IaHUX, SKHH IPYHTYEThCS Ha
BiZTOOpakeHHI NPOCTOPOBOTO rpady CHHXPOHHHX IIOTOKIB JAQHHX y CTPYKTYpY, LIO pealizoBaHa B IPOTPAMOBAHHUX JIOTIYHUX
IHTErpaJbHUX cXeMaxX. 3alpOIOHOBAaHUN METO]] IPOSKTyBaHHs Oy(epHHUX CXeM, SIKHi 3aCHOBaHHMII Ha BiJOOpa)kKEeHHI MPOCTOPOBOTO
rpady CHHXpOHHHMX IIOTOKIB JaHHX Y JIOKaJbHY IIaM’sITh Yy BUIJIIIl JIAQHIJIOKKIB KOHBEEPHHUX pericTpiB. Meron nae 3mory
OpraHi3yBaTH MHOTIK BXITHHMX NaHUX Ha BXiJ BOYZOBaHMX KOHBEEPHHX OJIOKIB 0OpOOKM 300pakeHb, B SKOMY AaHi CIIIYIOTh y
3aJJaHOMY TIOPS/IKY, a TAKOK MiHIMi3yBaTu 00’eM OydepHoi mam’saTi. Meton 3abe3neuye BUKOPUCTAHHS B IPOTPaMOBaHKX JIOTIYHUX
IHTErpaJbHUX cXeMaX BOYIOBAaHMX JMHAMIYHO PETYJIBOBAaHMX PETICTPOBHX 3aTPUMOK, IO HifBHINye edeKTHBHICTH Oydepusaril.
Meton Oyno TepeBipeHO TMPHU po3poOIll IHTENEKTYalIbHOI BiJCOKAMEPH, SKa BUKOHYE ajJrOPUTM CTHCHCHHS BiJIe0300pakCHHS 3
NIMPOKKUM JIHHAMIYHHM Jiaia30HoM 3a aropurMoM Retinex i ogHo9acHO BUALIE XapaKTePHi TOUKH Y 300paKeHH] IS TOAAIBIIOT0
posmizHaBaHHs o0Opa3iB. [Ipm npOMy BHKOHYeTbCsl OaraTokpaTHa JAenMMarlist Kaapa. 3aBIsKH OaraTokpaTHil Oydepuzarii
300pakeHHs Y MPOTPaMOBaHUX JIOTIYHHX IHTETPAIBHUX CXEMax, BAAIOCh YHUKHYTH 3aCTOCYBaHHS 30BHIIIHBOT AMHAMIYHOT ITaM’sITi.

KmiouoBi cioBa: IlporpamoBaHi JoriuHi iHTerpaylbHi CXeMH, Tpad CHHXPOHHHMX ITOTOKIiB JaHUX; OOpoOKa 300pakeHb,
OydepHa mam’sITh
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